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THE RISING THREAT 
OF GENERATIVE AI
Anyone who has spent time online in 2023 has likely 
heard about ChatGPT and Google Bard, two of the 
more popular platforms that harness generative 
artificial intelligence (AI) to complete written 
commands. And in the few months since their 
release, they’ve had a profound impact on various 
aspects ofour digital world.

By leveraging advanced machine learning 
techniques, generative AI enables computers to 
generate original content including text, images, 
music, and code that closely resembles what a 
human could create. The technology itself has far-
reaching implications, many of which can be used 
for both personal and professional good. Artists 
and authors can use it to explore new creative 
directions, pilots and doctors can use it for training 
and real-world simulation, and travel agents can 
have it create trip itineraries—among thousands of 
other applications.

But like anything else, cybercriminals can take 
advantage of this technology as well. And 
unfortunately, they already have. Platforms including 
ChatGPT can be used to generate realistic and 
convincing phishing emails and more dangerous 
malware, while tools like DeepFaceLab can
create sophisticated deepfake content including 
manipulated video and audio recordings. And this 
is likely only the beginning.

To combat the malicious applications of generative 
AI, it’s crucial for organizations to continually develop 
and implement robust defenses, enhance detection 
capabilities, and stay vigilant to emerging threats—
before they become the next victim of an
AI-generated attack.

10%

53%

65%

of all data produced
will be generated by
AI by 2025.

Gartner

of IT professionals
believe that
ChatGPT will be
used this year to
help hackers craft
more believable and
legitimate-sounding
phishing emails.

BlackBerry

of executives 
believe generative 
AI will have a high 

impact on business.

KPMG

https://www.gartner.com/en/newsroom/press-releases/2021-10-18-gartner-identifies-the-top-strategic-technology-trends-for-2022
https://blogs.blackberry.com/en/2023/02/it-leaders-predict-chatgpt-enabled-cyberattacks-are-imminent
https://info.kpmg.us/news-perspectives/technology-innovation/kpmg-generative-ai-2023.html
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HOW GENERATIVE AI CAN 
BE USED IN CYBER ATTACKS

Credential Phishing 
Cybercriminals may employ generative AI 
techniques to enhance the sophistication and 
realism of phishing emails and their corresponding 
landing pages, increasing the chances of tricking 
users into revealing sensitive information
or inputting credentials.

BEC & Social Engineering 
By inputting specific information about a target 
and/or previous conversation history, generative AI 
can be used to engage in conversations with users, 
attempting to build trust and manipulate them into 
taking specific actions. The models can generate 
persuasive messages and be used throughout an 
entire conversation to convince the target to pay 
a fake invoice, change banking details, or provide 
access to sensitive information.

Malware Creation 
Generative AI can automate the process of generating 
new variants of malware, making it more challenging 
for traditional signature-based endpoint protection 
systems to detect and block them effectively.  
By leveraging generative AI techniques, attackers can 
create polymorphic or self-mutating malware
that changes its code or behavior, allowing it to evade 
detection and persist on compromised endpoints.

Endpoint Exploitation 
If an attacker identifies vulnerabilities in software 
running on endpoints, generative AI could be used 
to create automated attack payloads. By leveraging 
AI to create specific code or commands, attackers 
could automate the delivery of malicious payloads to 
vulnerable systems and endpoints.

It’s worth noting that cyber attacks created by generative AI tools can take many forms and 
often do. These attacks can be part of larger phishing or account takeover schemesand can 
have dire consequences for both employees and their organizations.
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IMPACT OF GENERATIVE AI 
ON CYBERCRIME
While popular usage of generative AI is still relatively new and the extent of the impact cannot yet be 
determined, there are early signals to indicate that this is a threat we cannot simply ignore. ChatGPT alone 
exceeded 1 million users within 5 days of launch, with indications that at least some of those people were 
looking to use it for nefarious purposes.

Weeks to Reach 1 Million Users

Gartner predicts that by 2025, generative AI will account for 10% of all data produced, up from less than 1% in 
2021 and the generative AI market is projected to reach over $14.7 trillion by 2030. And while generative AI will 
likely be mostly used for legitimate purposes, we would be naive to believe that bad actors will not use it for 
their own malicious purposes.

In a January 2023 study by BlackBerry, 78% of IT professionals predicted that a severe attack credited to 
ChatGPT will occur within two years, and 71% believe that nation-states are already leveraging it for malicious 
purposes. Of the ways that threat actors may harness ChatGPT specifically, respondents are most concerned 
about the ability to craft more believable and legitimate-sounding phishing emails, to create new malware, 
and to help less experienced hackers improve their technical knowledge and develop their skills.
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WHY GENERATIVE AI ATTACKS 
ARE AN INCREASING ISSUE
Generative AI tools have enabled cybercriminals to quickly and easily create various types of 
attacks. With platforms like ChatGPT, attackers can automate and scale their attack playbooks. 
Business email compromise is already the most financially-devastating cybercrime for 
businesses worldwide, resulting in more than $43 billion in exposed losses since 2016 and this 
evolution in generative AI is only going to make the problem worse. Here’s why:

Increased Ease of Access
Every person in the world who has access 
to the Internet can access ChatGPT and 
similar tools, making it possible for new 
cybercriminals to start sending attacks, 
even without previous knowledge. The 
proliferation of generative AI enables 
nearly anyone to become a sophisticated 
cybercriminal in a matter of seconds, 
providing not only tips on how to get 
started, but also the exact elements 
needed to execute a successful attack. 

Increased Volume
With an increase in the number of people 
using generative AI to create attacks, 
it’s natural that the volume of attacks 
will increase as well. But this is not the 
only thing at play. Generative AI enables 
criminals to create emails much faster 
than ever before—compiling in seconds 
what used to take hours, which creates a 
superweapon at their disposal. 

Increased Sophistication
Users have long been taught to look for 
typos and grammatical errors in emails 
to understand whether it is an attack, but 
generative AI can create perfectly-crafted 
emails that look completely legitimate—
making it impossible for employees to 
decipher an attack from a real email. 
And it’s not only English anymore either. 
ChatGPT alone can generate text in 
multiple languages, including Spanish, 
Russian, Arabic, German, and Japanese.

Furthermore, the ability for attackers to use previous conversation history, often 
accessed through a compromised email account, can enable generative AI to 
continue conversations that appear to come from a real user. Having the ability to 
reference previous information in-thread or sound exactly like the impersonated 
user only increases the likelihood that the target will fall victim to the attack.
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A REAL-WORLD ATTACK EXAMPLE
Despite the fact that ChatGPT has only been available for a few months, cybercriminals are already starting 
to use it for attacks. Abnormal Security recently detected a number of attacks created by generative AI 
tools—mostly used in credential phishing campaigns. Unfortunately, these attacks are nearly impossible to 
detect by the average end user. 

As you can see, there are a number of things that make this email look extremely legitimate.

Perfect Grammar
Unlike the phishing emails 
of the past, there is not a 
single misspelled word or 
grammatical error in this 
lengthy email. 

Relevant Topic
The email has been 
sent to the admin of the 
company’s Facebook 
Page, stating that the 
Page has been temporarily 
unpublished.

Urgent  
Instructions
Using a tone expected of a 
business, the email states 
that the recipient should 
click on the included link to 
file an appeal.

If the recipient were to receive this email, they would be much more likely to click the link than if this email had 
not been generated by AI. The fact that this email is so well-crafted makes it more difficult to detect by humans, 
underscoring the increased need for email security that can use other signals to detect and block these well-
written and convincing attacks.
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THE POTENTIAL FOR MORE  
COMPLEX ATTACKS
Advanced phishing attacks aren’t anything new, but with generative AI, there is an even greater 
threat potential. Imagine how easy it could be to create an attack (at massive scale) using simple 
instructions. For example, let’s assume that an attacker has gained access to an email account at a 
vendor organization and has access to prior email thread history. By knowing who the compromised user 
typically communicates with, and knowing what that communication typically looks like, the attacker 
can create a very sophisticated email in a matter of seconds.

The cybercriminal only has to provide a tool like ChatGPT with three elements to create 
a personalized email attack: instructions, attack-specific information, and the email  thread history.

Instructions

Attack-Specific 
Information

Email Thread
History
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With this type of input, a tool like ChatGPT can provide an 
extremely convincing email that would contain absolutely zero 
traditional indicators of compromise like malicious attachments 
or a suspicious link. It even references the previous conversation 
history to appear legitimate.

Using this method, it’s possible for even non-
technical attackers to automatically generate 
thousands of personalized attacks, indistinguishable 
from normal business communications. And 
unfortunately, if this email were to land in the 
target’s inbox, it is likely to work due to the trusted 
relationship and personalized content.
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HOW TO STOP EMAIL ATTACKS 
GENERATED BY AI
To counter these high-volume and highly-sophisticated email attacks, organizations need the 
right email security platform. The next-generation platform includes the use of good AI to combat 
bad AI, as well as the following elements:

Behavioral Data Science Approach
The solution should use a fundamentally different approach that leverages behavioral data science and AI 
to profile and baseline good behavior and detect anomalies. It should use identity modeling, behavioral and 
relationship graphs, and deep content analysis to identify and stop emails that appear suspicious, and include 
the ability to detect whether the email was created using generative AI models. 

API Architecture and Integrations
 A solution that connects to Microsoft 365 and Google Workspace via an API and in doing so, provides access 
to the signals and data needed to detect suspicious activity. This includes unusual geolocations, dangerous 
IP addresses, changes in mail filter rules, unusual device logins, and more. More advanced solutions can also 
connect to other applications, including Slack, Okta, Zoom, and CrowdStrike, to understand identity and detect 
multi-channel attacks.

Organizational and Supply Chain Insights
A solution that understands both formal and informal organizational hierarchy and maps internal and cross-
organizational relationships to understand typical communication patterns and behavior. It should include a 
focus on vendor relationships to protect against business email compromise, account takeovers, and other 
types of fraud throughout the supply chain.

With these capabilities, the solution can use 
thousands of signals to detect anomalous behavior 
so that attacks created by generative AI will be 
stopped before they reach the inbox.
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CONCLUSION
The proliferation of tools like ChatGPT and Google Bard has made it possible for bad actors to increase 
the volume and sophistication of their attacks seemingly overnight. With the ability to create well-
written and socially-engineered emails at scale, attackers can now trick more people in less time—
resulting in the potential for exponential losses. 

Stopping the email attacks created by generative AI requires implementing a solution that can detect 
and interpret the thousands of signals available via API, and then monitor them for key deviations 
from known-good behavior. It is clear that we can no longer rely on security awareness training, as 
these attacks have none of the traditional indicators of malicious intent. Thus, it’s only by stopping 
attacks from reaching inboxes that we can truly ensure that organizations will stay protected—even as 
generative AI and its capabilities continue to evolve.

Abnormal Security provides the leading 
behavioral AI-based email security platform 
that leverages machine learning to stop 
sophisticated inbound email attacks and 
dangerous email platform attacks that evade 
traditional solutions. The anomaly detection 
engine leverages identity and context to 
analyze the risk of every cloud email event, 
preventing inbound email attacks, detecting 
compromised accounts, and remediating 
emails and messages in milliseconds—all 
while providing visibility into configuration 
drifts across your environment. 

You can deploy Abnormal in minutes with an 
API integration for Microsoft 365 or Google 
Workspace and experience the full value 
of the platform instantly, with additional 
protection available for Slack, Teams,  
and Zoom.

Myriad360 applies a Zero Trust Architecture (ZTA) to improve 
the security posture of organizations to reduce the threat 
landscape. It implies a new approach to security, that adapts 
to the ever-changing threats and technologies used to 
initiate attacks. With the rising number of targeted attacks, 
employees and their accounts are particularly vulnerable. 

Generative AI is being increasingly used by threat actors that 
make email attacks appear more like genuine requests that 
employees are more likely to respond to. The goal is to open 
opportunities for lateral movement by cybercriminals within 
an organization once access is gained. Threats of this nature 
require a more sophisticated response that safeguards 
access across all assets and specifically email.  

The partnership of Myriad360 with Abnormal Security– the 
leading behavioral AI-based email security platform provides 
a solution to these email attacks. Compromised accounts 
can be quickly remediated, preventing further exposure 
of organizational data. Abnormal’s machine learning and 
anomaly detection engine combined with Myriad360’s zero 
trust architecture improves security, visibility, and reduces 
the time of detection and resolution down to milliseconds.  

For a demo on how this is achieved reach out to 
the Myriad360 team today. 

https://myriad360.com/contact/



